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This paper presents the ongoing work on developing a tool for text col-
lection visualization. We suggest visualizing a collection of texts as a so-
called reference graph. The nodes of this graph stand for key words and 
key phrases extracted from the texts. There is a directed edge between two 
nodes A and B if node A refers to node B. The reference relation between 
two key words or phrases is defined in a way similar to the association rule 
technique. The resulting visualization of the text collection shows some hid-
den relations between the key words and phrases. The reference graph can 
be investigated by graph-theoretic algorithms for further analysis of the text 
collection. To test the visualization technique we collect our own Web-based 
collection of Russian-language newspapers. Several examples of reference 
graphs are provided. The annotated suffix tree measure is used throughout 
the paper to measure the relevance of a key word/phrase to a text.
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1.	 Introduction

The concept of text visualization is rather ambiguous. The most straightforward 
approach to text visualization is generation of a scene, described in a text. For ex-
ample, given the text “There is a room with a chair and a computer” the visualization 
tool should first infer that the desk should support the computer and the chair should 
stand in front of the desk, and next draw the scene [5]. However another approach 
to text visualization achieves currently more attention. The main idea of this approach 
is to plot important elements of the text (such as key word or phrases, named entities, 
terms). Such pictures can be seen as a tool for text summarization and information 
extraction / presentation [19]. The most known text visualization technique is tag 
clouds [7]. The tag cloud shows the key words or phrases (i.e. tags) extracted from 
a text on a plain. The size of the tag depends on its frequency or any other statistical 
feature. There are dozens of tag cloud services on the Web, such as Wordle, TagCrowd, 
TagCloud, etc. Sometimes the tags may form a cloud, a flower or a heart, whatever the 
user prefers. Tag clouds help to achieve a very general understanding of the text and 
are nowadays usually used as navigation tool on a web-site [9]. The majority of text 
visualization techniques extend the idea of tag cloud. In [20] the tags extracted from 
tweets were color-coded according to the politics of the user. Vennclouds, introduced 
in [6] are an extension of the tag cloud idea. Instead of one tag cloud, a Venncloud 
presents three tag clouds, which are used to contrast two texts. One tag cloud presents 
the key words and phrases of the first text, the second presents the key words and 
phrases of the second text and the third tag cloud presents the words and phrases two 
texts have in common. In [19] the tag clouds are placed inside the nodes of the graph 
and the nodes are connected by an edge if they have a lot in common. Furthermore, 
the nodes are sorted according to the time axis. This way a metro map of a temporal 
text collection is constructed. Another extension of the tag cloud idea is the tag graph. 
To achieve the tag graph one needs to introduce some sort of relation between the 
tags. For example, in [11] the tags stand for named entities and the edges between 
them show whether they co-occur. The layout of such graph is another research ques-
tion. For example, in [1] the tag graph is divided in several compounds. The numbers 
of compounds coincided with the number of sources and every compound presents 
source-specific tag. Latent topics might be also a subject of visualization [1, 18].

Our project of text collection visualization belongs to the tag cloud direction. 
We construct so-called reference graphs, where nodes stand for key words and phrases, 
which are extracted from the whole collection. There is a directed edge between two 
nodes A and B if node refers to node B: A ⇒ B. The referral relation between two nodes 
A ⇒ B shows that the key word or phrase B occurs with a higher probability if the key word 
or phrase A occurs. Hence the reference graph is a directed graph, which is a very well 
studied mathematical structure. This gives us plenty of opportunities for further analysis.

The paper is organized as follows. Section 2 presents the text collection, its con-
struction strategy and evaluation. Section 3 is devoted to key words and phrases ex-
traction. The method for reference graph construction is described in Section 4. The 
resulting visualization is presented in Section 5. Section 6 lists future directions for our 
project. Section 7 concludes.
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2.	 Data

Choosing the test text collection we decided to follow the trend of natural lan-
guage processing, that is newspaper analysis [2, 10, 11, 19].

We have limited the range of text sources to a relatively small set of Russian 
newspaper and newsportals (“Izvestia”, “Nezavisimaya gazeta”, “Moscow Komso-
moltes”, “Kommersant”), to be more precise—to their sections devoted to econom-
ics topics. The texts that form the basis of our collection are the materials published 
on Web-sites and in RSS feeds of those newspapers. All the text sources used for col-
lection construction are distributing their content with a free license, which lifts any 
restrictions regarding the usage of their texts. Following [17], the usage of a limited 
set of sources allows us to overcome technical difficulties intrinsic to text collection 
fetched using Web-crawlers: there is no need of automated text language detection, 
html markup removal, text deduplication, dealing with occasional advertisement 
messages and other types of noise in the collected texts. Consequently, one of the 
features of our collection is both high accuracy of text preprocessing and high quality 
of the collected data.

We process and aggregate all the articles published in 2014. This gave us a total 
of 4,061 articles (1,109 from “Kommersant”, 1,061 from “Izvestia”, 1,284 from “Neza-
visimaya gazeta”, and 613 from “Moscow Komsomoltes”). Using our tokenizer, based 
on regular expressions, the texts were split into 10,032,509 tokens, among them 
130,138 unique tokens. There are 578.35 tokens per text on average. Other collection 
properties are the following. The most frequent part of speech is noun (57,832 unique 
tokens were annotated as nouns by pymoprhy2 [15] which is an open source Rus-
sian morphological parser trained on Open Corpus [14]), followed by full adjectives 
(30,852 unique tokens) and verbs (16,013 unique tokens). Prepositions and conjuc-
tions are significantly less frequent: only 108 and 109 unique were annotated as prep-
ositions and conjunctions correspondingly. These numbers are quite natural for the 
Russian newspaper style of writing [16].

3.	 Key word and phrase extraction

We follow the key word and phrase extraction strategy proposed in [8], which 
consist of two main steps. On the first step the candidate words and phrases are ex-
tracted from the texts. The candidate words and phrases should satisfy certain part 
of speech patterns. Then on the second step the candidate word and phrases are sorted 
according to their frequency. The most frequent words and phrases form the resulting 
set of key words and phrases.

To apply this procedure, we need to define the part of speech patterns. Let us de-
fine a key word as a single word noun and a key phrase a phrase of two or more words 
that satisfy a certain part of speech patterns, such as NOUN + NOUN or ADJECTIVE 
+ NOUN or NOUN + PREPOSITION + NOUN, etc. The whole list of patterns was ad-
opted from [13]. We set a threshold for frequency of candidate phrases and select only 
frequent phrases. We calculate frequency of the candidate phrase in the whole corpus, 
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not in individual texts. Finally, we achieve a list of phrases that satisfy grammar pat-
terns and are frequent enough. We chose the threshold for frequency empirically 
so that we get top 250 candidate phrases and top 100 candidate words. We remove 
phrases, that are newspaper-specific but not semantically important (“Izvestia re-
porter” [“korrespondent Izvestij”], for example) manually and consider the remaining 
key phrases. Using only the part of speech patterns we can not filter such phrases, but 
their removal is necessary because the frequently co-occur with other key phrases and 
hence refer to them. Note, that there are not many such phrases and their automati-
cal removal can be easily conducted if a special list of such ley phrases is constructed.

This approach to key phrase extraction has several advantages. First of all, 
it is easy. Since all the texts in the collection belong to the same domain and are writ-
ten using specific vocabulary, there is no need for more complex extraction procedure. 
Secondly, it allows us to get coherent key phrases of different length. Replacement 
of manual key phrase processing with some computational techniques, which take 
newspaper specific vocabulary into account, is an important part of future work.

4.	 Reference graph construction

The reference graph construction method is based on the procedure of scoring 
key phrase to text relevance. Because the key phrases are extracted from the whole 
collection, we do not know how relevant they are to individual texts. We use anno-
tated suffix tree (AST) scoring to compute key phrase to text relevance in the same 
fashion as it is presented in [12]. This scoring takes all fuzzy matches between the 
key phrase and the text into account. It helps to cope with some typos and replaces 
stemming in a sense (see [12]). For example, the Porter stemmer will stem the words 
“Ukraina” and “ukrainskij” as “ukrain” and “ukrainsk”, but the AST procedure allows 
us to detect the matching fragment “ukrain”. Then while scoring the word “Ukraina” 
both “Ukraina” and “ukrainskij” would be taken into account.

Using AST scoring we estimate the relevance of every key phrase to every text. 
If the relevance value is lower than the given threshold, we suppose the text is not 
about this particular key phrase. Usually we set up the relevance threshold at the level 
of 0.2, which makes up around a third of the maximum experimental AST relevance 
value. Given the relevance threshold we define the set of texts, which are relevant 
for every key phrase. Let us denote key phrases as ki, i = 1 : n, and let F(ki ) be the 
set of texts, relevant to key phrase ki. Let us consider that key phrase ki refers to key 
phrase kj (ki ⇒ kj ), if the number of texts which belong both to F(kj ) and F(ki ) makes 
out a significant part of F(kj ):

�𝐹𝐹(𝑘𝑘𝑗𝑗) ∩ 𝐹𝐹(𝑘𝑘𝑖𝑖)�
�𝐹𝐹(𝑘𝑘𝑗𝑗)�

> 𝑟𝑟 

where r is the confidence threshold and belongs to the (0.5, 1) interval. This gives 
us the structure of the referrals between key phrases and can be represented 
as a graph, where nodes are key phrases and edges are referral. We also introduce the 
support threshold in a way similar to associative rule framework [3]:
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Support(F(ki)) = |F(ki)| and use for further analysis only those key phrases, 
whose support value are higher than the given threshold. From the associative rule 
framework we inherit the problem of the confidence and support thresholds selection. 
Both are very important, but there is no technique to set them automatically. The as-
sociation rules are found with user defined minimum support and confidence values. 
So do we. We set the relevance threshold at 0.2, the confidence threshold at 0.7 and 
the support threshold at 5.

5.	 Reference graph visualisation

As soon as we get the set of referrals ki ⇒ kj, their confidence and support values 
we can plot the reference graphs. For the sake of space we replace key words and 
phrases with their index numbers. The size of the node depends on the support value. 
The nodes are color-coded in the following way: the green nodes only refer to other 
nodes, the violet nodes are referees and are only referred by other nodes, the rest 
of the nodes are of intermediate type and are blue.

Fig. 1. Reference graph for “Nezavisimaya gazeta”, December 2014
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Fig. 2. Reference graph for “Moscow Komsomolets”, December 2014

Let us consider two reference graphs constructed for two different newspapers 
(“Nezavisimaya gazeta” (Fig. 1) and “Moscow Komsomolets” (Fig. 2)) based on ar-
ticles published in December 2014. First of all, the graph are of similar size: there are 
88 nodes in the first graph and 85 nodes nodes in the second graph. The graphs are 
of different shapes: the first one in centered around the node 256 (“Russian Govern-
ment” [“Rossijskoe Pravitel’stvo”]), that has the highest support. The second graph 
is sparse and there is no clear center. The highest support get the nodes 256 (“Russian 
Government” [“Rossijskoe Pravitel’stvo”]) and 325 (“Economic growth” [“Ekonomi-
cheskij rost”]). The both graph share in common a strongly connected component 
of four nodes 215, 216, 217, 218, that describes consumer behavior (“Consumer price” 
[“Potrebitel’skaja tsena”], “Consumer credit” [“Potrebitel’skij kredit”], “Consumer de-
mand” [“Potrebitel’skij spros”], “Consumer lending” [“Kreditovanie potrebitelej”]), 
which is no surprise. However there are little intersections in content of the graphs. 
The nodes “Vladimir Putin” and “Dmitry Medvev” are absent in the second graph. 
There are four nodes that deal with Ukraine in the first graph, and only two of them 
appear in the second. At the same time, there is a node “Saudi Arabia” [“Saudovskaja 
Aravia”] in the second graph. The majority of nodes in the second graph are Russian 
Government and Ministry of Finance related, while in the first graph the majority 
of nodes relate to ruble devaluation and business in Russia.
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These two graphs clearly show the difference between two newspapers. “Neza-
visimaja gazeta” being more politics and business oriented presents the year end situ-
ation in Russia as crisis, while the “Moscow Komsomolets” is more oriented towards 
international relations of Russia and consumer needs. This can be proved by diversion 
of key words and phrases that are included in the graphs, their support values and 
their relations to other nodes.

It might not be very clear at this stage of the project how can we use the edge 
direction. We will provide several ideas in the next section.

6.	 Future work

Let us list future directions for our project.
1.	� Analysis of reference graphs. It is necessary to test some methods for 

graph analysis such as clustering nodes, measuring centrality, finding cy-
cles of minimal length, bridges, connected components, which can provide 
us with some insights. For example, calculating centrality with HITS algo-
rithm will allow us to achieve two types of important nodes: hubs, that only 
refer to other nodes, and authorities, that are referees. In our preliminary ex-
periments “Russian Government” [“Rossijskoe Pravitel’stvo”] is usually the 
main authority. This fact confirms the dependence of Russian market and 
economy on Russian Government decisions. Another way to measure cen-
trality in reference graphs would be using the PageRank algorithm. Cluster-
ing nodes of reference graph may serve as latent topic detection technique.

2.	� Temporal analysis. Since our text collection is obviously a sort of temporal 
textual data, we might extend reference graphs to time-depended case. This 
will allow us to detect trends and/or events in newspapers by finding tem-
poral references between key word or phrases that occurred yesterday and 
today’s key word or phrase.

3.	� Coloring the nodes of the reference graph. For this purpose we plan to use 
the LDA [4] or LDA-like methods to group key phrases into latent topics and 
color the corresponding nodes of the graph according to the topic mixture.

4.	� Text preprocessing improvement. Further directions of text processing 
module development include implementation of such functions as syntactic 
annotation of input publications, word sense disambiguation and disambig-
uation for morphological analysis. As it was said above, we need to develop 
some filters that distinguish between newspaper-specific vocabulary and 
general vocabulary.

5.	� Open access. The final step of this project will be providing public access 
to the web service for the newspaper collection and visualisation. This re-
quires some technical efforts like developing security and stability modules.
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7.	 Conclusion

In this paper we had presented an ongoing project on developing a tool for text 
visualization. Our approach is based on the idea of tag cloud: drawing key words and 
phrases (tags) on the plain and provide, so that some of their features such as fre-
quency or negativity/positivity are represented by the size or the color of the tag. De-
spite the fact we do not actually plot the tags, but only their indexes, we extend the 
idea of the tag cloud to the directed graph of the tags. Every node of so-called refer-
ence graph is a key word or phrase. The edges of the graph represent reference rela-
tion, which means that if node A refers to node B, B is more likely to co-occur with A. 
The reference graphs can serve not only as a visualization tool, but also as a tool for 
further text analysis. We have tested the method for reference graph construction and 
visualization on newspaper collection and plan to continue our research in several 
directions, including time-depended analysis by means of graph-theoretic and latent 
topic detection. Preliminary experiments nevertheless show that reference graphs 
represent some deep characteristics of the texts.
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